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Dagny Taggart

“I am an engineer, Jim. When I see things, I 
see them.”



The Plan
deep insight to see through hype cycles and technology limitations

Part I. Core of AI technology

Part II. Unique challenges of VX

Part III. Analysis

Conclusions



Part I. Core of AI technology



AI vs. Cybersecurity
background

• AI has a long history in Cybersecurity


• Attacking AI models


• Applications to core Cybersecurity challenges


• Defense & Offense


•  Emergence of genai & LLM changes everything


• Pattern recognition becomes advanced enough


• “Emergence”?



AI Evolution
ML >> DL >> LLM

• Early research: 1940s-1960s


• Artificial neuron, Turing test…


• Machine Learning: 1990s-2010s


• Reinforcement Learning, Deep Blue…


• Deep learning: 2010s-2020s


• Convolutional models & Generative Adversarial Networks


• Large Language Models: 2020s-…


• Transformer model architecture & GPT



Large Language Models
natively optimized for processing language data

• Recognition of highly structured patterns


• “Attention”, huge training datasets, expensive training


• Generation of highly structured data


• Based on previously learned patterns


• Ultimately, LLM is a statistical model that works in both directions


• “Sufficiently advanced technology is indistinguishable from magic”



But can LLMs reason?
not really

• Advanced enough pattern 
recognition comes off as pseudo 
“reasoning” 


• Data contamination corroborates 
the confusion


• Smart ways to test this empirically


• How do you know that human 
level intelligence isn’t just an 
(even more) sophisticated pattern 
recognition?



The big problem
research doesn’t understand how AI works

• Dedicated research areas: Interpretability & Model Debugging 


• The more advanced an AI model, the less insight is available into its inner 
workings


• Security risks is one issue


• Lack of grasp on model limits is another


• Rapid advancement driven by empirical feedback loops and hype, how can it 
be a great way to build?



Part II. Unique challenges of VX



VX vs. Cybersecurity
scope of this talk

• Vulnerability lies at the core of 
the industry


• It is the foundation on which 
everything else stands


• Take out vulnerability, and there 
is no more need for cybersecurity


• Offensive vulnerability research 
partially solves vulnerabilities


• No full solution is possible



Offensive Vulnerability Research
vulnerability discovery + exploit development

• Vulnerability Research


• Focus on discovering and understanding vulnerabilities


• Key driver: pattern recognition 

• Prerequisites: knowledge of vulnerability patterns, capability to test 
hypothesis


• Scope: unsolved parts



Offensive Vulnerability Research
vulnerability discovery + exploit development

• Exploit Development


• Focus on manipulating a vulnerability to achieve a desired program state


• Key driver: dynamic reasoning in a tight empirical feedback loop


• Prerequisites: goal fixation, iterative workflow, abstract thinking


• Scope: non-trivial exploit development



Part III. Analysis



Vulnerability Research
vs. LLM

• Vulnerability Research


• Focus on discovering and understanding vulnerabilities


• Key driver: pattern recognition 

• Prerequisites: knowledge of vulnerability patterns, capability to test 
hypothesis


• Scope: unsolved parts



Exploit Development
vs. LLM

• Exploit Development


• Focus on manipulating a vulnerability to achieve a desired program state


• Key driver: dynamic reasoning in a tight empirical feedback loop


• Prerequisites: goal fixation, iterative workflow, abstract thinking, 
specialized practical skills


• Scope: non-trivial exploit development



Professional relevance
security researchers in post AI world

• Focus on frontiers of security research


• Non-trivial exploit development


• Novel vulnerabilities for which the abstract pattern isn’t known


• Focus on AI technology


• Reverse engineering and introspection is a fundamental problem in AI 
research


• Offensive research will eventually drive AI Safety just as it now drives 
Cybersecurity



Transparency Apocalypse
ultra long term projection

• LLMs are now used at scale to generate code


• They are starting to get used to find bugs in the code


• This will eventually be automated in a loop


• Vulnerabilities go deeper and subtler


• Humans won’t always be able to follow


• Ultra narrow 0-day research margin with superhuman requirements (maybe)


• This projection will manifest unless somebody stops it



Albert Einstein

“A problem cannot be solved with the 
same consciousness which created it”



Conclusions

• Understand the core of both the proposed tool and the subject


• See through present limitations of AI technology to make good investment


• Specialized knowledge of VR+XD is mandatory to build a working solution


• LLMs are natively great for Vulnerability Discovery


• Problems with it are fundamental AI research problems


• LLMs are natively not so great for non-trivial Exploit Development


• Abstract reasoning capability requires another leap in AI evolution



Hacking is everything that AI is not 

It’s the one job that AI will actualize and enrich rather than marginalize and 
eliminate 

If you do it right


